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Abstract

This paper identifies three major issues facing worst-
case execution time (WCET) reduction algorithms on
adaptable architectures based on research carried out for
the MCGREP-2 CPU project. The issues are exposing
more instruction level parallelism (ILP) in code, reduc-
ing loading costs for the memory and processing elements
used to reduce WCET, and making use of application-
specific hardware. Potential difficulties in each of these
areas are identified and possible solutions are proposed.

1 Introduction

Embedded systems often include some real-time func-
tionality, such as control of external machinery [1]. Real-
time tasks must operate within known time bounds (dead-
lines) in order for the overall system to be safe, and this
poses an additional requirement for software design. Com-
puting the worst-case execution time (WCET) of real-time
tasks is an important step towards assuring the safety of
the overall real-time system (RTS) [18]. WCET reduction
for a task is a closely related problem involving the allo-
cation of some memory or computing resource in order to
minimize the WCET (Figure 1).

General execution speed-up technologies such as cache
memory, deep CPU pipelines and out-of-order super-
scalar issue units [15] are good for average case execu-
tion time (ACET) reduction, but the dynamic behavior of
these components makes computing the WCET more diffi-
cult [10,24]. Therefore, even if the WCET of a task can be
reduced by such techniques, the safety of the RTS cannot
be easily assured. This motivates approaches that explic-
itly reduce the WCET of programs without introducing dy-
namic behavior, either automatically or with programmer
assistance [28]. Automatic approaches have their roots in
hardware/software co-design, i.e. partitioning tasks and
subtasks between hardware and software in order to meet
an optimization goal [2], e.g. ACET or WCET minimiza-
tion. However, because of the relative difficulty of evalu-
ating the resource consumption of candidate partitions (re-
quiring hardware synthesis [8]) and because of the differ-
ences between hardware and software languages [7], cur-
rent WCET reduction techniques avoid any need to gen-
erate hardware and instead operate by migrating subtasks
into memory units that enable faster execution. These in-
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Figure 1. Generalized WCET reduction
process.

clude instruction scratchpads [17] and lockable caches [3].
In these cases, the partitioning problem is relatively simple
and can be solved by fast heuristics [21].

Some forms of adaptive system facilitate WCET reduc-
tion. The MCGREP-2 CPU [25-27] provides a writable
control store (WCS) [20] that can store subtasks encoded
as microinstructions (Figure 2). Our recent work [28]
shows that subtasks can be selected from the worst-case
execution path (WC path) of a program and translated au-
tomatically into microinstructions: this leads to greater
WCET reductions than instruction scratchpad techniques
because instruction level parallelism (ILP) can be ex-
ploited to execute the WC path in a shorter time period.
MCGREP-2 is adaptive and reconfigurable in the sense
that the control store can be updated at any time, allow-
ing an unlimited number of tasks to benefit from WC path
optimizations. Using microinstructions to implement sub-
tasks is predictable in two senses: (1) execution timings
are not data-dependent, and (2) resource consumption is
easily computed [28]. However, the speed of each subtask
is limited by the microarchitecture and the input program.

This paper explores the issues that limit WCET re-
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Figure 3. WCET reductions with various
MCGREP-2 configurations using various
benchmark programs.

duction within a general adaptive reconfigurable system,
based on our research for the MCGREP-2 CPU project
and its associated WCET reduction algorithms [25, 28].
We assume that WCET reduction begins with a task spec-
ified in a software language such as C, and then proceeds
through a fully automatic process described in previous
work [17,21,28] (such processes follow the general outline
of Figure 1). We consider WCET reduction algorithms
making use of scratchpads, locked caches, co-processors
and run-time reconfigurable hardware [11], such as a field
programmable gate array (FPGA).

Although WCET reductions can be achieved using the
MCGREP-2 WCS, the execution time improvements that
have been demonstrated are currently limited to about 50-
150% [25] over an instruction scratchpad [17,21] (Figure
3). Independent of the architecture actually used to im-
plement the WCS [27], and independent of the technology
used to apply WCET reductions [28], the magnitude of the
possible reduction is limited by three major factors. These
are: (1) the ILP available within the task, (2) the cost of
loading the control store with the required information,
and (3) the speed of the general-purpose microarchitec-
ture that executes the microinstructions. These factors ap-
ply to any WCET reduction process, whether it is based
on a scratchpad, locked cache, or some form of run-time
reconfigurable hardware. The issues related to each are
examined in sections 2, 3 and 4. Section 5 concludes.

2 The ILP Limitation

The ILP available within each task is influenced by both
the source code and the compiler. WCET reduction ap-
proaches that operate by allocating instruction scratchpad
or lockable cache space [3,17,21] do not consider ILP in
code since conventional machine instructions are sequen-
tial. Trace scratchpad allocation approaches [28] do con-
sider ILP, as machine instructions are converted into ex-
plicitly parallel code for storage in the WCS. This sim-
plifies WCET analysis, but also implies that the degree of

WCET reduction is limited by the ILP in the task.

In many programs, the degree of ILP is limited to two or
three instructions within a single basic block, and around
twice that number if basic block boundaries can be ig-
nored through speculation [22]. This is a hard limit on
WCET reduction for general software. For ACET reduc-
tion, the limit is approached by current superscalar CPU
designs, and some of the same principles can be applied
for WCET reduction [28]. Reaching this limit is an im-
plementation challenge requiring the design of superscalar
CPU pipelines that are also amenable to timing analysis.

Obtaining WCET reductions beyond the ILP limit is a
language issue. Tasks that are vecrorisable can be par-
allelised across a very large number of processing ele-
ments [22], because most subtasks are independent of each
other. However, not all programming languages allow vec-
torisable code to be declared. A limited form of auto-
matic vectorization is provided by modulo scheduling [4],
but in general a specialist language is needed. The com-
piler needs additional information about data and control
dependences in order to be able to arrange the subtasks
for vector processing. Dataflow languages provide the re-
quired features, allowing both coarse-grained [5, 9] and
fine-grained [30] reconfigurable arrays to be programmed.
More conventional languages can also support extensions
for vectorization, e.g. [12].

3 The Load Cost Limitation

Regardless of whether WCET reductions are provided
by a scratchpad, locked cache or run-time reconfigurable
hardware, a loading time cost is incurred whenever the
configuration is updated. Some WCET reduction algo-
rithms assume that loading takes place before task start-
up [21, 28], but this is restrictive because it places a limit
on the complexity of each task. This limit also applies to
WCET reduction approaches that make use of fixed co-
processors, since these are not run-time reconfigurable.
The solution is to allow loading during execution and in-
corporate it into the WCET reduction process [17], af-
ter partitioning each task into regions with local memory
maps [16]. The total loading time must be less than the
total WCET reduction that is achieved.

Loading costs for scratchpads and locked caches
are small, since burst-mode transfers can be used to
rapidly move information from large external memory into
smaller scratchpads. In a task with sufficient temporal lo-
cality on the WC path (e.g. many loops), loading time
will be significantly smaller than the WCET for both in-
struction scratchpads [17] and a WCS [25]. However, the
degree of temporal locality that is required is higher. If one
instruction can be loaded into an instruction scratchpad in
a single clock cycle, and then executed in a single clock
cycle, then that instruction only needs to be executed twice
to recover the cost of loading the scratchpad. But microin-
structions are often larger than conventional instructions,
and consequently more executions are required to recover
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to reduce task WCETs.

the loading cost.

Loading can be carried out in parallel with task execu-
tion by introducing a direct memory access (DMA) con-
troller to manage the copying process. A second task
may be executed during the loading process, or the first
task may continue execution as information is loaded into
scratchpad for use in the near future. Both techniques have
been previously explored by research into overlaying [14]
and are implemented by modern CPU architectures in the
form of simultaneous multithreading (SMT) and cache fill-
ing. Predictable forms of these dynamic operations could
be used to eliminate effective loading costs in some cases.

We believe that loading costs are likely to become a
significant problem for some systems. Run-time reconfig-
urable hardware loading costs can be very large: typical
FPGA bitstream sizes are given by [30]. Run-time recon-
figurable systems may include decompression modules to
reduce the cost [11]. Consequently, a very high degree of
temporal locality is required to reduce the overall WCET
unless loading costs can be eliminated by parallel opera-
tion.

4 The General Purpose CPU Architecture
Limitation

Perhaps the most serious limitation of present WCET
reduction approaches is the assumption that a general pur-
pose architecture is used. A conventional general-purpose
CPU is assumed by instruction scratchpad and locked
cache allocation approaches [3, 17, 21]. Although the
MCGREP-2 CPU is extensible with application-specific
instruction set processor (ASIP) features [6], such as cus-
tom instructions to accelerate WC path execution, these
must be declared and applied explicitly by the program-
mer. Automatic WCET reduction algorithms for scratch-
pads only make use of standard ALU features at present.

CGRA architectures [5, 9] provide arrays that are spe-
cialized for vectorisable code. Mapping subtasks to
such architectures is one way to reduce WCET, but large

CGRAs are not suitable for general programs because in-
sufficient ILP is available. The same problem applies to
fine-grained arrays such as FPGAs, but these can pro-
vide even greater reductions because the logic gates can
be specialized to a particular task. Automatic ASIP cus-
tom instruction selection for WCET reduction has been
explored [31], and it is known that large ACET [13] and
WCET [23] reductions are possible by migrating software
into FPGA hardware, even without vectorisable code.
Since run-time reconfiguration can be used to load task-
specific hardware, customized hardware could be used in
a similar manner to an instruction scratchpad or WCS, but
with greater potential WCET reductions than either ap-
proach.

However, the search algorithms used to find the best al-
locations for WCET reduction become far more complex,
since it is not easy to calculate the resource consumption
of each allocation decision. To get an exact answer, a
complete FPGA or ASIC synthesis process must be ex-
ecuted with all chosen components in place, and this is
computationally expensive. Estimation is commonly used
instead [29,31], but this lowers the accuracy of allocation
decisions and is likely to lead to poor utilization of space,
or backtracking in the event of an overestimate. Scratch-
pad allocation algorithms can make use of all available
space [17,28] because exact computation of resource us-
age is very fast, and backtracking is not necessary [21].

We believe that WCET reduction using custom hard-
ware is a form of co-design problem, and therefore NP-
hard [19]. However, with appropriate restrictions and as-
sumptions, WCET reduction can nevertheless be applied
effectively using custom hardware. For example, run-time
reconfigurable modules (e.g. [11]) of fixed size could be
generated to provide WCET reductions to specific sub-
tasks: this would isolate the WCET reduction process
from the considerations of resource consumption and on-
chip communication.



5 Conclusion

This paper has explored three issues that affect the de-
gree of WCET reduction available for tasks in an adaptable
architecture. Major challenges exist: specifying vectoriza-
tion in order to exploit greater ILP is important [22], as is
minimizing loading time costs [17]. Finding a way to ap-
ply WCET reduction algorithms to custom hardware may
be the most rewarding challenge, as large execution time
reductions are possible [13,23] if the technical issues of ef-
ficiently searching for the best resource allocation can be
solved. These problems have been given only partial con-
sideration by existing work. Solutions would allow em-
bedded real-time systems to carry out more operations per
time unit by explicitly reducing the WCET of each task.
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